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ABSTRACT 
 

Time series and empirical orthogonal transformation analysis was carried out for four (4) selected 
tropical sites, which are situated across the four different climatic zones, viz. Sahelian, Midland, 
Guinea savannah and Coastal region in Nigeria using measured monthly average daily global solar 
radiation, maximum and minimum temperatures, sunshine hours, rainfall, wind speed, cloud cover 
and relative humidity meteorological data during the period of thirty one years (1980-2010). 
Seasonal Auto Regressive Integrated Moving Average (ARIMA) models were developed along with 
their respective statistical indicators of coefficient of determination (R2), Root Mean Square Error 
(RMSE), Mean Absolute Percentage Error (MAPE) and Mean Absolute Error (MAE). The results 
indicated that the models were found suitable for one step ahead global solar radiation forecast for 
the studied locations. Furthermore, the results of the time series analysis revealed that the model 
type for all the meteorological parameters show a combination of simple seasonal with one or more 
of either ARIMA, winter’s additive and winter’s multiplicative with the level been more significant as 
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compared to the trend and seasonal variations for the exponential smoothing model parameters in 
all the locations. The results of the correlation matrix revealed that the global solar radiation is 
more correlated to the mean temperature except for Akure where it is more correlated to the 
sunshine hours; the mean temperature is more correlated to the global solar radiation; the rainfall 
is more correlated to the relative humidity and the relative humidity is more correlated to the rainfall 
in all the locations. The results of the component matrix revealed that three seasons are identified 
in Nguru located in the Sahelian region namely, the rainy, the cool dry (harmattan) and the hot dry 
seasons while in Zaria, Makurdi and Akure located in the Midland, Guinea savannah and Coastal 
zones two distinct seasons are identified namely, the rainy and dry seasons. 
 

 
Keywords: Time series; empirical orthogonal transformation; climatic zones; ARIMA; correlation 

matrix; component matrix. 
 
1. INTRODUCTION 
 

A time series is basically defined as a set of 
statistical data that are usually collected at 
regular intervals. It is also a sequence of 
observations on a variable measured at 
successive points in time or over successive 
periods of time [1]. The measurements can be 
taken every hour, day, week, month, or year, or 
at any other regular interval found suitable by the 
investigator. Understanding the pattern of the 
data is an important factor to know how the time 
series has behaved in the past and would give 
an idea on how it can behave at that particular 
time of investigation. If such behaviour can be 
expected to continue in the future, the past 
pattern can be used to decide on an appropriate 
forecasting method.  
 
Time series data occur naturally in many field of 
application. The methods of time series analysis 
predate those for general stochastic processes 
and Markov Chains. The aims of time series 
analysis are to describe and summarize time 
series data, fit low-dimensional models, and 
make forecasts [2]. 
 
World climate change has been one of the most 
important topics in water resources studies. 
Weather parameters such as precipitation, 
monthly temperature and relative humidity 
forecasting could be practically useful in making 
decisions, risk management and most favourable 
usage of water resources. These three 
meteorological parameters have incontestable 
effects on hydrological cycle, production of crops 
products cycle, water usage specifically 
agricultural usage, people activities and the 
environments [3]. The correctness of the 
forecasting of the photovoltaic (PV) plant output 
power is mainly dictated by the accuracy of the 
forecasting of the solar energy resources. The 
forecasting of the solar irradiance is presently 

done by statistical methods, among which the 
Autoregressive Integrated Moving Average 
(ARIMA) model [4] is the most popular. 
 
Empirical orthogonal function (EOF) analysis or 
principal component analysis (PCA) have 
become standard statistical techniques in the 
geophysical sciences of meteorology and 
oceanography particularly in the field of climate 
research [5]. This method of statistical analysis is 
used to reduce any complicated data set into a 
finite and small number of new variables. It uses 
correlation between variable to determine a 
smaller number of new variables called 
components that can give vital information about 
the data [5]. 
 
Time series analysis of solar radiation data is 
vital in predicting long-term average performance 
of solar energy systems. Thus, several 
researches have been carried out in this area 
under discussion. In the study of Sulaiman et al. 
[6], the Box-Jenkins approach was applied to 
daily solar radiation data from four different 
locations in Malaysia. The deterministic 
component is removed using Fourier analysis 
and the stochastic component subject to analysis 
by Auto Regressive Moving Average (ARMA). 
From their study, it was found that the residuals 
are best described by ARMA (2,0). Zaharim et al. 
[7] employed ARMA Box-Jerkins method to 
model global solar radiation data in Malaysia. 
Hejase and Assi [8] uses time series methods to 
predict the monthly average daily global solar 
radiation using mean air temperature, mean wind 
speed, daily sunshine hours, relative humidity 
and global solar radiation obtained from the 
National Centre of Meteorology and Seismology 
(NCMS) in Abu Dhabi during the period from 
1995 – 2007. Several forecasting approaches 
have been used in literature. Among these, the 
most effective in producing hour-ahead 
predictions are based on empirical regression, 
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neural networks [9] and time-series models    
(e.g., ARMA, ARIMA) [10,11]. However, 
day/month/year ahead forecast has been carried 
out by several researchers.  
 
Analysis of the inter annual variability of solar 
radiation and sunshine hour for Brazil was 
investigated by Tiba and Fraidenraich [12] to 
generate statistical parameter for model checking 
or to be used as input data of synthetic time 
series generation, it was reported that the AR-1 
is the recommended method for monthly solar 
radiation synthetic time series generation, with 
auto-correlation coefficient varying from 0.30 to 
0.40 for the localities in the north of Brazil and 
zero for other zones. Also, Rich et al. [13] 
developed statistical models, Artificial Neural 
Network (ANN) models, satellite imaging based 
models, numerical based models and hybrid 
methods for solar irradiance forecasting. In their 
work, they found that regressive methods such 
as AR, MA, ARMA and ARIMA take advantage of 
the correlated nature of the irradiance 
observations and tend to work well in both data-
poor and data-rich environments. Guo et al. [14] 
used both ARMA and GARCH models and its 
extension for forecasting wind speed. 
SalahShour et al. [15] carried out a study on 
potential survey stations in Khuzestan province 
in order to generate solar electricity, their studies 
was conducted, using data from 15 variables 
surrounding stations Khuzestan using empirical 
orthogonal transformation (factor analysis) for 
ranking the province of solar power.  
 
More recently, Tijjani et al. [16] carried out a time 
series analysis on magnetic indices of Auroral 
Electrojet (AE), Auroral Upper (AU), Auroral 
Lower (AL) and Auroral Oval (AO) during the 
period of six years (2008 – 2013) using SPSS 
version 16.0 with expert modeler. The year 2014 
was also forecasted in their study. In another 
study Aliyu et al. [5] used Empirical Orthogonal 
Function (EOF) to assess the MODIS C006 LV2 
aerosol AOD and AE products which was 
compared to AERONET AOD and AE 
observations data. Their results showed that 
seasonal variation of AOD peaks during the dry 
season from December to February and reaches 
minimum during summer in August 2008. The 
analysis of EOF revealed a good correlation 
between MODIS and AERONET AOD were 
observed on the correlation matrices in all the 
data. 

 
The aim of this present study is to compare the 
time series and empirical orthogonal 

transformation statistical analysis on the 
meteorological parameters of monthly average 
daily global solar radiation, sunshine hours, wind 
speed, mean temperature, rainfall, cloud cover 
and relative humidity during the period of thirty 
one years (1980 – 2010) for four (4) selected 
tropical sites, which are situated across the four 
different climatic zones, viz. Sahelian, Midland, 
Guinea savannah and Coastal region in Nigeria 
with a view of investigating their variation.   
 

2. METHODOLOGY 
 

2.1 Acquisition of Data 
 
It has been reported according to the World 
Meteorological Organization [17] and Ojo and 
Adeyemi [18] that to ensure the optimal climate 
modeling, data series should extend to at least 
thirty years long. In this regard, the measured 
monthly average daily global solar radiation, 
maximum and minimum temperatures, sunshine 
hours, rainfall, wind speed, cloud cover and 
relative humidity utilized in this study covered a 
period of thirty one years (1980-2010) for all the 
locations under investigation. The meteorological 
data for the four (4) selected study areas situated 
across the four climatic zones in Nigeria were 
obtained from the Nigerian Meteorological 
Agency (NIMET), Oshodi, Lagos, Nigeria. The 
stations that are located within the climatic zones 
of the study areas for this present research work 
are shown in Fig. 1. 
 

2.2 Time Series 
 

Time series has been defined by Prema and 
Uma Rao [1] as a sequence of observations on a 
variable measured at successive points in time or 
over successive periods of time The 
measurements are usually taken every hour, 
day, week, month, or year, or at any other 
regular interval depending on the investigation. 
The forecasting of the solar irradiance is 
currently done by statistical methods, among 
which the Autoregressive Integrated Moving 
Average (ARIMA) model [4] is the most popular 
and was adopted using expert modeller with IBM 
SPSS version 20 software in this present study. 
The expert modeller decides the best model as 
to either ARIMA or exponential smoothing based 
on which model gives the highest coefficient of 
determination (R

2
). In exponential smoothing, the 

level, trend and seasonal variations for the 
meteorological parameters are described 
graphically with their respective estimates and 
significant level mainly at 95% confidence level. 



Fig. 1. A map of Nigeria showing the four climatic
 
An ARIMA model expresses the observation 
at the time �  as a linear function of previous 
observations, a current error term and a linear 
combination of previous error terms. A seasonal 
ARIMA model is usually denoted 
�����	(�, �, �) × (�, �, �)�  and contains the 
following terms: (1) ��(�) −  the non
autoregressive term of order �;  (2) 
non-seasonal differencing of order 
��(�) − the non-seasonal moving average term 
of order �;  (4) ���(�) −  the seasonal 
autoregressive term of order �;  (5) 
seasonal differencing of order �;  
the seasonal moving average term of order 
 
In general the seasonal ARIMA model is 
expressed as [19]: 
 
��(�)Φ�(�

�)∇�∇�
��� = � + ��(�)Θ

 
where � is the backshift operator defined by the 
expression: 
 

��� = ����                                                  
 
where ��  is the random error at time 
assumed with normal distribution, zero mean and 
standard deviation ��  (white noise). Sometimes 
an adjustment constant � is included in equation 
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Fig. 1. A map of Nigeria showing the four climatic zones and the studied stations

An ARIMA model expresses the observation �� 
as a linear function of previous 

observations, a current error term and a linear 
combination of previous error terms. A seasonal 
ARIMA model is usually denoted 

and contains the 
the non-seasonal 

(2) �(�) −  the 
seasonal differencing of order �;  (3) 

seasonal moving average term 
the seasonal 
(5) �(�) −  the 
 (6) ���(�) − 

the seasonal moving average term of order �.  

In general the seasonal ARIMA model is 

( )Θ� (�
�)��   (1) 

is the backshift operator defined by the 

                          (2) 

is the random error at time �  usually 
assumed with normal distribution, zero mean and 

(white noise). Sometimes 
is included in equation 

(1). The ARIMA model was developed using 
coefficients � , Φ , �  and Θ  obtained from the 
analysis.  
 

��(�) = 1− ��� − ���
� … … −

��(�) = 1− ��� − ���
� … … .−

 
∇�= (1 − �)� , ∇�

�= (1 − ��)� 
 

Φ�(�
�) = 1 − Φ��

� − Φ��
�� …

Θ� (�
�) = 1− Θ��

� −Θ��
�� …

 
Other formulations using the concept of equation 
(1) and (2) are 
 

���� = ����  , ����� = �����
���� = (�� − ���) = (1 − �)��
∇(�� − ����) = ∇�� − ∇����  , 
���� = (1 − ��)�� 

 
ARIMA model ignores the independent variable 
completely, and uses past and present values of 
dependent variable to produce accurate short
term forecasting [20]. 
 

2.3 Empirical Orthogonal Transformation
 
The Empirical Orthogonal transformation 
Analysis or simply the factor analysis attempts to 
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zones and the studied stations 

(1). The ARIMA model was developed using 
obtained from the 

− ���
�  , 

−���
� 

)  

… … .Φ��
��  , 

… .Θ��
��  

Other formulations using the concept of equation 

 , ∇�� = �� −
)  , ∇��� =

, ∇��� = �� −

ARIMA model ignores the independent variable 
completely, and uses past and present values of 
dependent variable to produce accurate short-

Transformation 

The Empirical Orthogonal transformation 
factor analysis attempts to 
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identify underlying variables, or factors, that 
explain the pattern of correlations within a set of 
observed variables. It is often used in data 
reduction to identify a small number of factors 
that explain most of the variance that is observed 
in a much larger number of manifest variables. 

 
The factor analysis using IBM SPSS Statistics 
version 20 was carried out to determine the 
correlation matrix, Kaiser-Meyer-Olkin (KMO) 
and Bartlett’s test, component matrix and scree 
plots for the studied locations. The correlation 
matrix shows how each of the meteorological 
parameters is correlated to other parameters; the 
KMO and Bartlett’s test measures the sampling 
adequacy and test of sphericity in which the 
acceptable value should be ≥ 0.05	(50% ) ; the 
component matrix obtained for this study was to 
determine the prevalence of rainy/dry season in 
each component based on rainfall, relative 
humidity, solar radiation and mean temperature. 
High rainfall and relative humidity and low solar 

radiation and mean temperature indicates 
prevalence of rainy season while high solar 
radiation and mean temperature and low rainfall 
and relative humidity indicates prevalence of dry 
season. 
 

3. RESULTS AND DISCUSSION 
 

3.1 Sahel Savannah 
 
3.1.1 Time series for Nguru 
 
The seasonal �����	(0, 0, 0) × (0, 1, 1)��  model 
with ��������	�� = 0.789  developed for Nguru 
with the global solar radiation as dependent 
variable is given by the expression 
 

�� = ����� − 0.789����� + ��                       (3) 
 
The R2, RMSE, MAPE and MAE found in this 
study for Nguru are 54.5 %, 1.573 MJm

-2
day

-1
, 

4.628 % and 1.098 % respectively. 
 

Table 1a. Model description for Nguru 
 
 Model type 
Model ID Global solar radiation Model_1 Simple Seasonal 
 Sunshine hours Model_2 Simple Seasonal 
 Wind speed Model_3 Simple Seasonal 
 Tmean Model_4 Simple Seasonal 
 Rainfall Model_5 Winters' Additive 
 Cloud cover Model_6 ARIMA(0,0,2)(0,0,0) 
 Relative humidity Model_7 Simple Seasonal 

 
Table 1b. Exponential smoothing model parameters for Nguru 

 
Model Estimate Sig. 
Global solar radiation-
Model_1 

No Transformation *Alpha (Level) 0.099 0 
Delta (Season) 6.20E-05 0.998 

Sunshine hours-
Model_2 

No Transformation *Alpha (Level) 0.099 0 
Delta (Season) 8.91E-06 1 

Wind speed-Model_3 No Transformation *Alpha (Level) 0.300 0 
Delta (Season) 5.76E-06 1 

Tmean-Model_4 No Transformation *Alpha (Level) 0.200 0 
Delta (Season) 9.24E-06 1 

Rainfall-Model_5 No Transformation Alpha (Level) 0.021 0.072 
Gamma (Trend) 0 0.85 
Delta (Season) 0.001 0.959 

Relative humidity-
Model_7 

No Transformation *Alpha (Level) 0.099 0.001 
Delta (Season) 8.91E-08 1 

 
Table 1c. ARIMA model parameters for Nguru 

 
  Estimate Sig. 
Cloud cover-
Model_6 

Cloud 
cover 

No Transformation Constant 6.971 0 
MA Lag 2 -0.393 0 



 
 
 
 

Akpootu et al.; IJECC, 9(5): 257-272, 2019; Article no.IJECC.2019.021 
 
 

 
262 

 

Table 1d. Correlation matrix for Nguru 
 

  GSR SSH WS Tmean RF CC RH 
Correlation GSR 1 -0.004 -0.041 *0.663 -0.140 -0.064 -0.002 

SSH -0.004 1 -0.02 -0.007 -0.203 -0.007 -0.074 
WS -0.041 -0.02 1 -0.174 -0.112 -0.005 -0.231 
Tmean *0.663 -0.007 -0.174 1 0.139 -0.035 0.351 
RF -0.140 -0.203 -0.112 0.139 1 0.058 *0.780 
CC -0.064 -0.007 -0.005 -0.035 0.058 1 *0.071 
RH -0.002 -0.074 -0.231 0.351 *0.780 0.071 1 

 
Table 1e. KMO and Bartlett’s test for Nguru 

 
Kaiser-Meyer-Olkin measure of sampling adequacy 0.502 
Bartlett's Test of Sphericity Approx. Chi-Square 726.904 
  Df 21 
  Sig. 0 

 
Table 1f. Component matrix for Nguru 

 
  Component 

1 2 3 
Relative humidity 0.876 -0.303 0.084 
Rainfall 0.768 -0.509 -0.094 
Global solar radiation 0.311 0.858 -0.144 
Tmean 0.645 0.662 -0.027 
Sunshine hours -0.207 0.196 0.791 
Wind speed -0.385 -0.043 -0.538 
Cloud cover 0.064 -0.212 0.277 
Extraction Method: Principal Component Analysis. 
a. 3 components extracted 

 

Table 2a. Model description for Zaria 
 

  Model type 
Model ID Global solar radiation Model_1 Simple Seasonal 
  Sunshine hours Model_2 Simple Seasonal 
  Wind speed Model_3 Simple Seasonal 
  Tmean Model_4 Simple Seasonal 
  Rainfall Model_5 Simple Seasonal 
  Cloud cover Model_6 Simple Seasonal 
  Relative humidity Model_7 Winters' Additive 

 
Table 1a shows that the model type for the 
model description is simple seasonal for all the 
meteorological parameters for Nguru, except for 
rainfall and cloud cover with winter’s additive and 
ARIMA models respectively. 
 
Tables 1 (b&c) shows the exponential smoothing 
model for the meteorological parameters for 
Nguru. The results showed that all the 
parameters have only level and seasonal 
variations, except for rainfall with level, trend     
and seasonal variations and cloud cover with 
ARIMA model. It is obvious that the variation of 
the level is more dominant as compared to the 

trend and seasonal variations since the 
significant level for the level is less than 0.05 
except for the rainfall with 0.072 while that of           
the trend and seasonal variations are greater 
than 0.05 at 95% confidence level. The    
estimates of the ARIMA model for cloud cover 
are given as ��������= 6.971; 	���	��, ���	2 =
−0.393.  
 
3.1.2 Empirical orthogonal transformation for 

Nguru 
 

Where GSR is the global solar radiation in MJm-

2
day

-1
, SSH is the sunshine hours in hours, WS 



 
 
 
 

Akpootu et al.; IJECC, 9(5): 257-272, 2019; Article no.IJECC.2019.021 
 
 

 
263 

 

is the wind speed in ms
-2

, Tmean is the mean 
temperature in °C, RF is rainfall in mm, CC is the 
cloud cover and RH is the relative humidity in 
percentage (%). 
 

In Table 1d, the correlation matrix for Nguru 
shows how each of the meteorological 
parameters is correlated to other parameters. It 
was observed that the global solar radiation is

Table 2b. Exponential smoothing model parameters for Zaria 
 
Model Estimate Sig. 
Global solar 
radiation-
Model_1 

No Transformation *Alpha (Level) 0.100 0 
Delta (Season) 3.42E-05 0.998 

Sunshine hours-
Model_2 

No Transformation *Alpha (Level) 0.1 0 
Delta (Season) 2.37E-05 0.999 

Wind speed-
Model_3 

No Transformation *Alpha (Level) 0.300 0 
Delta (Season) 0 0.996 

Tmean-Model_4 No Transformation *Alpha (Level) 0.100 0 
Delta (Season) 2.86E-06 1 

Rainfall-Model_5 No Transformation Alpha (Level) 0.008 0.263 
Delta (Season) 7.72E-05 0.996 

Cloud cover-
Model_6 

No Transformation *Alpha (Level) 0.824 0 
Delta (Season) 0.075 0.198 

Relative humidity-
Model_7 

No Transformation *Alpha (Level) 0.039 0.008 
Gamma (Trend) 8.38E-05 0.902 
Delta (Season) 0.001 0.959 

 
Table 2c. Correlation matrix for Zaria 

 
  GSR SSH WS Tmean RF CC RH 
Correlation GSR 1 0.290 0.115 *0.355 -0.434 0.003 -0.517 

SSH *0.290 1 0.035 -0.136 -0.267 -0.195 -0.313 
WS *0.115 0.035 1 -0.088 -0.118 -0.113 -0.327 
Tmean *0.355 -0.136 -0.088 1 0.062 0.196 0.221 
RF -0.434 -0.267 -0.118 0.062 1 0.156 *0.607 
CC 0.003 -0.195 -0.113 0.196 0.156 1 *0.238 
RH -0.517 -0.313 -0.327 0.221 *0.607 0.238 1 

 
Table 2d. KMO and Bartlett’s test for Zaria 

 
Kaiser-Meyer-Olkin measure of sampling adequacy 0.572 
Bartlett's Test of Sphericity Approx. Chi-Square 607.016 

df 21 
Sig. 0 

 
Table 2e. Component matrix for Zaria 

 
  Component 

1 2 
Relative humidity 0.874 0.073 
Rainfall 0.770 -0.093 
Global solar radiation -0.673 0.611 
Sunshine hours -0.553 -0.103 
Wind speed -0.375 -0.187 
Tmean 0.129 0.853 
Cloud cover 0.358 0.508 
Extraction Method: Principal Component Analysis. 
a. 2 components extracted. 
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more correlated to the mean temperature with 
66.3%. The sunshine hours and the wind speed 
have negative correlation with other 
meteorological parameters. The mean 
temperature is more correlated to the global solar 
radiation with 66.3%. The rainfall and cloud cover 
are more correlated to the relative humidity with 
78.0% and 7.1% respectively. The relative 
humidity is more correlated to the rainfall with 
78.0%. The results showed that a negative 
correlation (inverse relationship) exists between 
the global solar radiation and the meteorological 
parameters of sunshine hours, wind speed, 
rainfall, cloud cover and relative humidity. 
Negative correlations (inverse relationship) exist 
between the sunshine hours and the 
meteorological parameters of global solar 
radiation, wind speed, mean temperature, 
rainfall, cloud cover and relative humidity. 
Negative correlations (inverse relationship) exist 
between the wind speed and the meteorological 
parameters of global solar radiation, sunshine 
hours, mean temperature, rainfall, cloud cover 
and relative humidity. Negative correlations 
(inverse relationship) exist between the mean 
temperature and the meteorological parameters 
of sunshine hours, wind speed, and cloud cover. 
Negative correlations (inverse relationship) exist 
between the rainfall and the meteorological 
parameters of global solar radiation, sunshine 
hours and wind speed. Negative correlations 
(inverse relationship) exist between the cloud 
cover and the meteorological parameters of 
global solar radiation, sunshine hours, wind 
speed and mean temperature. Negative 
correlations (inverse relationship) exist between 
the relative humidity and the meteorological 
parameters of global solar radiation, sunshine 
hours and wind speed.  
 

In Table 1e, the Kaiser-Meyer-Olkin (KMO) 
shows that the sampling adequacy of 50.2% was 
achieved. The Bartlett’s test of sphericity gives 
degree of freedom of 21 and it’s significant at 
95% confidence level.  
 

Table 1f shows the component matrix for Nguru. 
For component 1 the relative humidity and 
rainfall has correlation of 87.6% and 76.8% while 
the mean temperature and global solar radiation 
has correlation of 64.5% and 31.1%, this is an 
indication that the rainy season is prevalence. 
Component 2 shows that the relative humidity 
and rainfall has negative correlation of 30.3% 
and 50.9% while the mean temperature and 
global solar radiation has correlation of 66.2% 
and 85.8%, this is an indication that the dry 

season is prevalence. Component 3 shows that 
the relative humidity and rainfall has positive    
and negative correlation of 8.4% and 9.4% while 
the mean temperature and global solar radiation 
has negative correlation of 2.7% and 14.4% this 
is an indication that the cool dry season is 
prevalence. The study region revealed that three 
seasons are identified; the rainy season, the   
cool dry (harmattan) season and the hot dry 
season.  
 
Fig. 2a shows the scree plot for Nguru. The 
eigenvalue decreases from 2.20 corresponding 
to component number 1 until it gets to eigenvalue 
1.00 corresponding to component number 3 and 
further decreases to eigenvalue 1.80 to 0.25 with 
a negative slope of about 1.55. The eigenvalue 
decreases from 0.25 to 0.20 corresponding to 
component numbers 6 and 7 respectively. It was 
observed that the eigenvalue of at least 1 for 
Nguru was found to be component numbers 1, 2 
and 3. 
 

3.2 Midland Zone 
 
3.2.1 Time series for Zaria 
 
The seasonal �����	(0, 0, 1) × (0, 1, 1)��  model 
with �� = −0.245  and ��������	�� = 0.808 
developed for Zaria with the global solar   
radiation as dependent variable is given by the 
expression 
 
�� = ����� + 0.245���� − 0.808����� − 0.198����� + ��                               

(4) 
 

The R2, RMSE, MAPE and MAE found in this 
study for Zaria are 64.0%, 1.395 MJm

-2
day

-1
, 

5.141% and 1.101 % respectively.  
 
Table 2a shows that the model type for the 
model description is simple seasonal for all the 
meteorological parameters for Zaria, except for 
relative humidity with winter’s additive model. 
 

Table 2b shows the exponential smoothing 
model for the meteorological parameters for 
Zaria. The results showed that all the parameters 
have only level and seasonal variations, except 
for relative humidity with level, trend and 
seasonal variations. It is obvious that the 
variation of the level is more dominant as 
compared to the trend and seasonal variations 
since the significant level for the level is less than 
0.05 except for the rainfall while that of the trend 
and seasonal variations are greater than 0.05 at 
95% confidence level.  
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3.2.2 Empirical orthogonal transformation for 
Zaria 

 

In Table 2c, the correlation matrix for Zaria 
shows how each of the meteorological 
parameters is correlated to other parameters. It 
was observed that the global solar radiation is 
more correlated to the mean temperature with 
35.5%. The sunshine hours, wind speed and 
mean temperature are more correlated to the 
global solar radiation with 29.0%, 11.5% and 
35.5% respectively. The rainfall and cloud cover 
are more correlated to the relative humidity with 
60.7% and 23.8% respectively. The relative 
humidity is more correlated to the rainfall with 
60.7%. The results showed that a negative 
correlation (inverse relationship) exists between 
the global solar radiation and the meteorological 
parameters of rainfall and relative humidity. 
Negative correlations (inverse relationship) exist 
between the sunshine hours and the 
meteorological parameters of mean temperature, 
rainfall, cloud cover and relative humidity. 
Negative correlations (inverse relationship) exist 
between the wind speed and the meteorological 
parameters of mean temperature, rainfall, cloud 
cover and relative humidity. Negative correlations 
(inverse relationship) exist between the mean 
temperature and the meteorological parameters 
of sunshine hours and wind speed. Negative 
correlations (inverse relationship) exist between 
the rainfall and the meteorological parameters of 
global solar radiation, sunshine hours and wind 
speed. Negative correlations (inverse 
relationship) exist between the cloud cover and 
the meteorological parameters of sunshine hours 
and wind speed. Negative correlations (inverse 
relationship) exist between the relative      
humidity and the meteorological parameters of 
global solar radiation, sunshine hours and wind 
speed.  
 
In Table 2d, the Kaiser-Meyer-Olkin (KMO) 
shows that the sampling adequacy of 57.2% was 
achieved. The Bartlett’s test of sphericity gives 
degree of freedom of 21 and it’s significant at 
95% confidence level. 
 
Table 2e shows the component matrix for Zaria. 
For component 1 the relative humidity and 
rainfall has correlation of 87.4% and 77.0%      
while global solar radiation and mean 
temperature has negative and positive 
correlation of 67.3% and 12.9%, this is an 
indication that the rainy season is prevalence. 
Component 2 shows that relative humidity and 
rainfall has positive and negative correlation of 

7.3% and 9.3% while global solar radiation and 
mean temperature has correlation of 61.1% and 
85.3%, this is an indication that the dry season is 
prevalence. The study region revealed that two 
distinct seasons are identified; the rainy season 
and the dry season.     
 
Fig. 2b shows the scree plot for Zaria. The 
eigenvalue decreases sharply from 2.4 to 1.4 
corresponding to component numbers 1 and 2 
with a negative slope of about 1. The eigenvalue 
further decreases from 1.40 to 0.30 and finally to 
0.20 corresponding to component number 7. It 
was observed that the eigenvalue of at least 1 for 
Zaria was found to be component numbers 1, 2 
and 3. 
 

3.3 Guinea Savannah 
 
3.3.1 Time series for Makurdi 
 

The seasonal �����	(0,1,2) × (0, 1, 1)��  model 
with ��, ���	1 = 0.607 , ��, ���	2 = 0.230  and 
��������	�� = 0.886 developed for Makurdi with 
the global solar radiation as dependent variable 
is given by the expression 
 

�� = ���� + ����� − ����� − 0.607���� − 0.230���� −
0.886����� + 0.538����� + 0.204����� + ��                                                                                   

(5) 

 
The R

2
, RMSE, MAPE and MAE found in this 

study for Makurdi are 68.2%, 1.282 MJm
-2

day
-1

, 
5.606% and 1.030% respectively. 
 
Table 3a shows that the model type for the 
model description is simple seasonal for all the 
meteorological parameters for Makurdi, except 
for wind speed and rainfall with winter’s 
multiplicative and winter’s additive; and cloud 
cover with ARIMA model. 
 
Tables 3 (b&c) shows the exponential smoothing 
model for the meteorological parameters for 
Makurdi. The results showed that all the 
parameters have only level and seasonal 
variations, except for wind speed and rainfall with 
level, trend and seasonal variations and cloud 
cover with ARIMA model. It is obvious that the 
variation of the level is more dominant as 
compared to the trend and seasonal variations 
since the significant level for the level is less than 
0.05 except for the rainfall while that of the trend 
and seasonal variations are greater than 0.05 at 
95% confidence level. The significant level for 
the estimates of the ARIMA model is significant 
at 95% confidence level.  
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Table 3a. Model description for Makurdi 
 

  Model type 
Model ID Global solar radiation Model_1 Simple Seasonal 
  Sunshine hours Model_2 Simple Seasonal 
  Wind speed Model_3 Winters' Multiplicative 
  Tmean Model_4 Simple Seasonal 
  Rainfall Model_5 Winters' Additive 
  Cloud cover Model_6 ARIMA(1,0,11)(0,0,0) 
  Relative humidity Model_7 Simple Seasonal 

 
Table 3b. Exponential smoothing model parameters for Makurdi 

 
Model Estimate Sig. 
Global solar radiation-
Model_1 

No Transformation *Alpha (Level) 0.200 0 
Delta (Season) 1.75E-05 0.999 

Sunshine hours-
Model_2 

No Transformation *Alpha (Level) 0.2 0 
Delta (Season) 8.42E-05 0.997 

Wind speed-Model_3 No Transformation *Alpha (Level) 0.269 0 
Gamma (Trend) 0.001 0.942 
Delta (Season) 0.012 0.328 

Tmean-Model_4 No Transformation *Alpha (Level) 0.1 0 
Delta (Season) 1.72E-05 0.999 

Rainfall-Model_5 No Transformation Alpha (Level) 0.057 0.013 
Gamma (Trend) 1.49E-07 1 
Delta (Season) 3.62E-05 0.999 

Relative humidity-
Model_7 

No Transformation *Alpha (Level) 0.300 0 
Delta (Season) 1.52E-05 1 

 
Table 3c. ARIMA model parameters for Makurdi 

 
  Estimate Sig. 
Cloud cover-
Model_6 

Cloud 
cover 

No Transformation Constant 6.888 0 
AR Lag 1 0.971 0 
MA Lag 1 0.405 0 

Lag 2 0.5 0 
Lag 11 -0.125 0 

 
Table 3d. Correlation matrix for Makurdi 

 
  GSR SSH WS Tmean RF CC RH 
Correlation GSR 1 *0.462 -0.027 0.428 -0.491 -0.252 -0.416 

SSH *0.462 1 -0.014 0.199 -0.475 -0.151 -0.322 
WS -0.027 -0.014 1 *0.295 -0.009 -0.015 -0.182 
Tmean *0.428 0.199 0.295 1 -0.276 -0.018 -0.249 
RF -0.491 -0.475 -0.009 -0.276 1 0.142 *0.608 
CC -0.252 -0.151 -0.015 -0.018 0.142 1 *0.205 
RH -0.416 -0.322 -0.182 -0.249 *0.608 0.205 1 

 
Table 3e. KMO and Bartlett’s test for Makurdi 

 
Kaiser-Meyer-Olkin measure of sampling adequacy 0.688 
Bartlett's Test of 
Sphericity 

Approx. Chi-Square 588.911 
df 21 
Sig. 0 
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3.3.2 Empirical orthogonal transformation for 
Makurdi 

 
In Table 3d, the correlation matrix for Makurdi 
shows how each of the meteorological 
parameters is correlated to other parameters. It 
was observed that the global solar radiation and 
wind speed are more correlated to the mean 
temperature with 42.8% and 29.5% respectively. 
The sunshine hours and mean temperature are 
more correlated to the global solar radiation with 
46.2% and 42.8% respectively. The rainfall and 
cloud cover are more correlated to the relative 
humidity with 60.8% and 20.5% respectively. The 
relative humidity is more correlated to the rainfall 
with 60.8%. The results showed that a negative 
correlation (inverse relationship) exists between 
the global solar radiation and the meteorological 
parameters of wind speed, rainfall, cloud cover 
and relative humidity. Negative correlations 
(inverse relationship) exist between the sunshine 
hours and the meteorological parameters of wind 
speed, rainfall, cloud cover and relative humidity. 
Negative correlations (inverse relationship) exist 
between the wind speed and the meteorological 
parameters of global solar radiation, sunshine 
hours, rainfall, cloud cover and relative humidity. 
Negative correlations (inverse relationship) exist 
between the mean temperature and the 
meteorological parameters of rainfall, cloud cover 
and relative humidity. Negative correlations 
(inverse relationship) exist between the rainfall 
and the meteorological parameters of global 
solar radiation, sunshine hours, wind speed and 
mean temperature. Negative correlations 
(inverse relationship) exist between the cloud 
cover and the meteorological parameters of 
global solar radiation, sunshine hours, wind 
speed and mean temperature. Negative 
correlations (inverse relationship) exist between 
the relative humidity and the meteorological 
parameters of global solar radiation, sunshine 
hours, wind speed and mean temperature. 
 

In Table 3e, the Kaiser-Meyer-Olkin (KMO) 
shows that the sampling adequacy of 68.8% was 
achieved. The Bartlett’s test of sphericity gives 
degree of freedom of 21 and it’s significant at 
95% confidence level. 
 
Table 3f shows the component matrix for 
Makurdi. For component 1 the rainfall and 
relative humidity has negative correlation of 
79.9% and 74.5% while global solar radiation 
and mean temperature has correlation of 78.2% 
and 54.7% this is an indication that the rainy 
season is prevalence. Component 2 shows that 
rainfall and relative humidity has positive and 
negative correlation of 14.6% and 5.4% while 
global solar radiation and mean temperature has 
negative and positive correlation of 12.4% and 
55.2% this is an indication that the dry season is 
prevalence. The study region revealed that two 
distinct seasons are identified; the rainy season 
and the dry season. 
  
Fig. 2c shows the scree plot for Makurdi. The 
eigenvalue decreases sharply from 2.70 to 1.25 
corresponding to component numbers 1 and 2 
with a negative slope of about 1.45. The 
eigenvalue further decreases from 1.25 to 0.40. It 
was observed that the eigenvalue of at least 1 for 
Makurdi was found to be components numbers 
1, 2 and 3. 
 

3.4 Coastal Zone 
 
3.4.1 Time series for Akure 
 
The seasonal �����	(0, 1, 1) × (0, 1, 1)��  model 
with �� = 0.742  and ��������	�� = 0.923 
developed for Akure with the global solar 
radiation as dependent variable is given by the 
expression 
 
�� = ���� + ����� − ����� − 0.742���� − 0.923����� +
0.685����� + ��                                                        (6) 

 
Table 3f. Component matrix for Makurdi 

 

  Component 
1 2 

Rainfall -0.799 0.146 
Global solar radiation 0.782 -0.124 
Relative humidity -0.745 -0.054 
Sunshine hours 0.671 -0.258 
Cloud cover -0.340 0.278 
Wind speed 0.164 0.847 
Tmean 0.547 0.552 
Extraction Method: Principal Component Analysis. 
a. 2 components extracted. 
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Table 4a. Model description for Akure 
 

  Model type 
Model ID Global solar radiation Model_1 Simple Seasonal 
  Sunshine hours Model_2 Simple Seasonal 
  Wind speed Model_3 Simple Seasonal 
  Tmean Model_4 Winters' Additive 
  Rainfall Model_5 Simple Seasonal 
  Cloud cover Model_6 ARIMA(0,0,10)(1,0,0) 
  Relative humidity Model_7 Simple Seasonal 

 
Table 4b. Exponential smoothing model parameters for Akure 

 
Model Estimate Sig. 
Global solar radiation-
Model_1 

No Transformation *Alpha (Level) 0.299 0 
Delta (Season) 4.28E-06 1 

Sunshine hours-
Model_2 

No Transformation *Alpha (Level) 0.2 0 
Delta (Season) 3.34E-05 0.999 

Wind speed-Model_3 No Transformation *Alpha (Level) 0.2 0 
Delta (Season) 9.50E-05 0.996 

Tmean-Model_4 No Transformation Alpha (Level) 0.008 0.411 
Gamma (Trend) 5.63E-06 0.998 
Delta (Season) 0.001 0.969 

Rainfall-Model_5 No Transformation *Alpha (Level) 0.1 0 
Delta (Season) 7.38E-06 1 

Relative humidity-
Model_7 

No Transformation *Alpha (Level) 0.1 0 
Delta (Season) 4.75E-05 0.999 

 
Table 4c. ARIMA model parameters for Akure 

 
  Estimate Sig. 
Cloud 
cover-
Model_6 

Cloud 
cover 

No Transformation Constant 6.622 0 
MA Lag 1 -0.258 0 

Lag 6 -0.257 0 
Lag 
10 

-0.205 0 

AR, 
Seasonal 

Lag 1 0.376 0 

 
Table 4d. Correlation matrix for Akure 

 
  GSR SSH WS Tmean RF CC RH 
Correlation GSR 1 *0.638 -0.016 0.528 -0.330 -0.142 -0.417 

SSH *0.638 1 -0.145 0.569 -0.471 -0.164 -0.497 
WS -0.016 -0.145 1 0.077 0.089 0.093 *0.153 
Tmean 0.528 *0.569 0.077 1 -0.323 -0.034 -0.361 
RF -0.330 -0.471 0.089 -0.323 1 0.373 *0.642 
CC -0.142 -0.164 0.093 -0.034 0.373 1 *0.512 
RH -0.417 -0.497 0.153 -0.361 *0.642 0.512 1 

 
Table 4e. KMO and Bartlett’s test for Akure 

 
Kaiser-Meyer-Olkin measure of sampling adequacy 0.763 
Bartlett's Test of Sphericity Approx. Chi-Square 851.817 

df 21 
Sig. 0 
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Table 4f. Component matrix for Akure 
 

                                  Component 
1 2 

Sunshine hours 0.814 0.261 
Relative humidity -0.810 0.332 
Rainfall -0.742 0.269 
Global solar radiation 0.731 0.383 
Tmean 0.665 0.522 
Cloud cover -0.463 0.658 
Wind speed -0.150 0.442 
Extraction Method: Principal Component Analysis. 
a. 2 components extracted. 
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The R
2
, RMSE, MAPE and MAE found in this 

study for Akure are 67.1%, 1.764 MJm-2day-1, 
7.568% and 1.309% respectively.  
 
Table 4a shows that the model type for the 
model description is simple seasonal for all the 
meteorological parameters for Akure, except for 
the mean temperature and cloud cover with 
winter’s additive and ARIMA models respectively. 
 
Tables 4 (b&c) shows the exponential smoothing 
model for the meteorological parameters for 
Akure. The results showed that all the 
parameters have only level and seasonal 
variations, except for mean temperature with 
level, trend and seasonal variations and cloud 
cover with ARIMA model. It is obvious that the 
variation of the level is more dominant as 
compared to the trend and seasonal variations 
since the significant level for the level is less than 
0.05 except for the mean temperature while that 
of the trend and seasonal variations are greater 
than 0.05 at 95% confidence level. The estimates 
of the ARIMA model for cloud cover are 
significant at 95% confidence level. 
 
3.4.2 Empirical orthogonal transformation for 

Akure 
 
In Table 4d, the correlation matrix for Akure 
shows how each of the meteorological 
parameters is correlated to other parameters. It 
was observed that the global solar radiation and 
mean temperature are more correlated to the 
sunshine hours with 63.8% and 56.9% 
respectively. The sunshine hours are more 
correlated to the global solar radiation with 
63.8%. The wind speed, rainfall and cloud cover 
are more correlated to the relative humidity with 
15.3%, 64.2% and 51.2% respectively. The 
relative humidity is more correlated to the rainfall 
with 64.2%. The results showed that a negative 
correlation (inverse relationship) exists between 
the global solar radiation and the meteorological 
parameters of wind speed, rainfall, cloud cover 
and relative humidity. Negative correlations 
(inverse relationship) exist between the sunshine 
hours and the meteorological parameters of wind 
speed, rainfall, cloud cover and relative humidity. 
Negative correlations (inverse relationship) exist 
between the wind speed and the meteorological 
parameters of global solar radiation and 
sunshine hours. Negative correlations (inverse 
relationship) exist between the mean 
temperature and the meteorological parameters 
of rainfall, cloud cover and relative humidity. 
Negative correlations (inverse relationship) exist 

between the rainfall and the meteorological 
parameters of global solar radiation, sunshine 
hours and mean temperature. Negative 
correlations (inverse relationship) exist between 
the cloud cover and the meteorological 
parameters of global solar radiation, sunshine 
hours and mean temperature. Negative 
correlations (inverse relationship) exist between 
the relative humidity and the meteorological 
parameters of global solar radiation, sunshine 
hours and mean temperature. 
 
In Table 4e, the Kaiser-Meyer-Olkin (KMO) 
shows that the sampling adequacy of 76.3% was 
achieved. The Bartlett’s test of sphericity gives 
degree of freedom of 21 and it’s significant at 
95% confidence level.  
 
Table 4f shows the component matrix for Akure. 
For component 1 the rainfall and relative 
humidity has negative correlation of 74.2% and 
81.0% while global solar radiation and mean 
temperature has correlation of 73.1% and 66.5% 
this is an indication that the rainy season is 
prevalence. Component 2 shows that rainfall and 
relative humidity has correlation of 26.9% and 
33.2% while global solar radiation and mean 
temperature has correlation of 38.3% and 52.2% 
this is an indication that the dry season is 
prevalence. The study region revealed that two 
distinct seasons are identified; the rainy season 
and the dry season. 
 
Fig. 2d shows the scree plot for Akure. The 
eigenvalue decreases sharply from 3.20 to 1.25 
corresponding to component numbers 1 and 2 
with a negative slope of about 1.95. The 
eigenvalue decreases subsequently from 1.25 to 
0.40. It was observed that the eigenvalue of at 
least 1 for Akure was found to be components 
numbers 1, 2 and 3. 
 

4. CONCLUSION 
 
Time series and empirical orthogonal 
transformation analysis was investigated for four 
(4) selected tropical sites, situated across the 
four different climatic zones, viz. Sahelian, 
Midland, Guinea savannah and Coastal region in 
Nigeria using measured monthly average daily 
global solar radiation, maximum and minimum 
temperatures, sunshine hours, rainfall, wind 
speed, cloud cover and relative humidity 
meteorological data during the period of thirty 
one years (1980-2010). Seasonal ARIMA models 
were developed for all the locations under study. 
The ARIMA models developed are one step 
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forecast as it forecasts the values of global solar 
radiation in the next interval, this provides a form 
of relief in case of system failure i.e., the 
pyranometer that is intended to be replaced 
before the next interval of measurement after the 
forecasting. The coefficient of determination (��) 
for the developed ARIMA models are ≥ 54.5%  
for all the locations; Akure has the highest with 
�� = 69.7% . The statistical indicators of Root 
Mean Square Error (RMSE), Mean Absolute 
Percentage Error (MAPE) and Mean Absolute 
Error (MAE) were also obtained for the study 
areas. The results of the model type indicated by 
the meteorological parameters in all the locations 
shows that the simple seasonal is more dormant 
as compared to the ARIMA, winter’s additive and 
winter’s multiplicative. The results of the 
correlation matrix revealed that the global solar 
radiation is more correlated to the mean 
temperature except for Akure where it is more 
correlated to the sunshine hours; the mean 
temperature is more correlated to the global solar 
radiation; the rainfall is more correlated to the 
relative humidity and the relative humidity is 
more correlated to the rainfall in all the locations. 
The Kaiser-Meyer-Olkin (KMO) showed sampling 
adequacy greater than 50% for all the studied 
locations. The Bartlett’s test of sphericity gives 
degree of freedom of 21 and it’s significant at 
95% confidence level for all the studied locations. 
The results of the component matrix revealed 
that three seasons are identified in Nguru located 
in the Sahelian region namely, the rainy, the cool 
dry (harmattan) and the hot dry seasons while in 
Zaria, Makurdi and Akure located in the Midland, 
Guinea savannah and Coastal zones two distinct 
seasons are identified namely, the rainy and dry 
seasons. The scree plots showed that the 
eigenvalue of at least 1 for all the studied 
locations was found to be components numbers 
1, 2 and 3. 
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